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SUMMARY

A class of estimators of population mean (i) when the variance (02)
is unknown, is proposed in case of symmetrical populations. Bias and mean
square error are found for the class. Various estimators are shown to belong
to the class and a sub-class of optimum estimators in the sense of having

minimum mean square error is found.
Keywords : Class of estimators, Coefficient of variation, Mean square
error and optimum estimators, Unknown variance.

Introduction
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0—2 , Searles
V)

[2] proposed an improved estimator of population mean u; but when C? is

unknown, the problem of estimation consists of estimators using the estimates
of C* given by

Utilising known square of coefficient of variation c =
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where y = ;iflyi and 32 = . l)ifl(yi —-)_’)2 for the values Yp YooY, of

a random sample of size n.
¢
In this paper, with u = —;, we propose the following class of estimators
ny :

for population mean p
t= t(y, s’/n iz) = (¥, u)

where f(y, u) satisfying the validity conditions Pf Taylor’s series expansion, is
the function of (y,u) such that f(u,0) = p, first order partial derivative
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Wy, = 1-Wy

. To obtain the optimum values of n’, v, and k, we adopt a stepwise
minimization tcchniqhe. First using Lagrange’s multiplier we minimize the
variance of y}_(see (2.55) subject to the fixed expected cost C* given in (5.2).
This results in the optimum value of k, given by

- 1
kon % {(Cp (1= S%yh))z +4Co S%yh Cp A 3%/ S;.yh G (5.3)

where G, = CpW, +Cy ) Wy,

2
A, = thih - WZhSth

By plugging k,, in (5.2) and (2.5) and following Cochran [1] the optimum
value of v, is

L 1
Von = { C; (4 + thkohsiyh) P+{(s;-Z whsih) (Cy+ Cyoy Wo k) 1
5.9

The optimum n’ is hence obtained for either fixed cost or fixed variance
using (5.2) or (2.5). For el')c-, the optimum values of k, and v, are obtained

by replacing S} in (53) and (5.4) with S}, +2’S} —2AS,,. While for
epc and ep, S, is replaced with S +R’Sy ~2RS . and
S§h+k:S§h — 2048, Tespectively. ' ~
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2 -
) ML 1, second order pamal derivative Sy, w) f; _/;u) = 0 and
y
second order partial den'vative 7, ;. =2 (thh f’, being the
- 8 y 8u o

first order partial derivative of f('y, u) with respect to u at the point (u, 0) and
d taking one of the two values ‘zero and unity’ depending upon the particular
form of an estimator. For example for the estimator y +ku, § takes value zero

whereas for the estimator- y(- u) 8 =1.

Some special cases of the generahzed estimator t when o® unknown and

k, g, a being the characterising scalars, are
¢z

1) t, =y+k——y+ku
1y
&2 &
2 L=Y+k—5|1+g—
ny ny
=y+ku(l+gu)
-
2 2
3) t, = y|1+X 1+gs
nY y

i( +ku(l + gu)” )

-1
2 2
@ = y{l——s_—z 1+ST2] }

G yl1-%
ts=y|l-—
) 5 =Y ,ny2
=y(l-u)
-1
2 2
©) te = y[uk—i[r—k—fz] }
ny ny

= y[1+ku(1—ku)‘]

} by Singh [3]

by Srivastava [4, 5]

by Srivastava [4,5]

by Thompson [9]
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( 2
) t,=y|1+ %2] by Upadhyaya and Srivastava [10]
ny

=y(1+u)

- -1 -

2 2 »
®) t;=y 1+s—[1 +—s?] by Sahai and Ray [1]
n

=y[1+u(1+u)']
-2 -

2 § : ,
)] oty =Yy[1 +s— [l + —;’2] by Srivastava and Banarsi [6]
: n

= y[1+u(1+u)‘]

-1
2 2y ]
(10) t = 7| 1+5% [1 +3s—] by Srivastava and Bhatnagar [7]
ny’ ny*

9[1 +ku(l + gu)” ]

—1 -

2 2
an t, =y[1+ S [l - S—J by Srivastava and Dwivedi [8]

ny?| oy
= Y[l +u(l —u) :|

where various forms of the function f(y, u) are given by the expression on right
hand sides of (1) to (11) in terms of ¥ and u.

It may be mentioned here that all the estimators listed from (1) to an
belong to the class t and satisfy the condition f(u,0) = p with ', = 1 and

', = 1,81 8=10r0.

2. BIAS AND MEAN SQUARE ERROR OF 1t

To find the bias and mean square error (MSE) of t upto terms of order
0(m™2), let ‘

y=p+z amd s = 0°+v , - (2.1)

where z and v are of order 0(11'”2) with E(z) = E(v) = 0, and
2 .

E(Z) = % _wet

n
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With ¥ = n+6(y —p) and u* = 6u, 0< 0 <1, expanding t = f(y,u) in
third order Taylor’s series about the point (u,0), we have

t= f(u,0)+(?-u)8f( “L S—f@ll“

1 2 f(x u) 8 £(y, u)
+51 [@ 1) ] +2(y-p).u 8i8u]
0.0 . (3. 0)

’ {r u)—+u—} (" u

2
Now, we have—s—fs(iy’l):l(N = 1,8—2%“—) =0,

u 8 f(y, u)
su?

®.0
2.2

3 3
5 f(z;u) = 0,8 E(zi,u) — 0:and further fory—p = zand | 2| <1,
3y Sy 1l
2 2 2 -2
u=STZ=——(1+V/°2)—g1+l2 1+ .
npnil1+—
o o
so that :
2 ' '
v 2z
peee S ),

1 c v z 2 c v 'z
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Su®

Taking expectation in (2.3), to the terms of order 0 (n~2) for symmetrical
populations, we have

c 32 ), 2z2c2 ., . Ct,
E) =p+E 0 1+u f, ” f12+2nzf'2
—u+&E 3C2 —”—f" c =,
n 2n?
or Bias(t) = E(H)—p

_ ct), 2c¢? . ct
n[(n ]f + n( ufu) e e
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Again, from (2.3), we have

MSE(t) = E (t—p)?

. ' 2 .3
=E[z+l{ C2—2C2£+l2+3czz—2—227v —ac* L
o B poow
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whence, upto terms of order 0 (n'z), the mean square error of t is
4 2
= 2, C o 22( 2 2Z V. Z 2
MSE () = E|:z +n2 ()" + 0 [C -2C E+u2]f2+2 . Cf 12]

from which, for symmetrical populations, upto terms of order 0 (n™>) the mean
square of t is

. . 2 ~2 4 - 4 2~4
c C C 2u°C
MSE (t) = %+ n—2 (f'z)2 -4 un—2 f,+ —% |

22 2| (F,) 4f, 2,8
=&[1+Q,(22) ke Wk H @.5)
n n| oy [T T

which is minimised for

f,=pn@-8 . (2.6)
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where 3 takes one of the two values O and 1°; and the minimum mean square
error is given by

2 y

2 2
MSE (1), = }%[1+%{(2-8)2—4(2-8)+2(2-5)8}}
2
- %C—[l-%(z—z;)z] @7

3.  Concluding Remarks

(a) From (2.6) and (2.7), the class of estimators t attains its minimum
value for ', = n(2-9),8 = pf”,/f), and the minimum mean square error

is

min.

MSE(t) _}&[1——(2 8)2} (3.1)

Thus, any estimator from the class t cannot have mean square error less than
the expression given by (3.1).

(b) Bias, mean square error and the related results to the estimators listed
in section 1 may easily be found as special cases of this study. For example,
with k,g and o being the characterizing scalars for the estimator

2 2 -
ta—y|i1+-k—s—[l+%] }
Lony n¥

= Y[l+ku(l+gu)‘“]

uflll2
by Singh [3], we have L,=kf,=kpd=—F"=1

f,

so that I, = u (2—-8) = k u satisfying (2.6) gives the value of k=1 for Wthh -

MSE(t,) is minimised and the minimum mean square error

2 ~2 2 l
MSE (t,),. = ”—nc—[l—c—] 32)

min. n

is obtained from (3.1) by pilttiug 8 =1. Further, for the estimator t,, we have
f, =kut,=kand f’, = —2ak g so that the bias of t; from (2.4) is

I s
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~2 2
Bias (t,) = kf%g[l+%(lfag)] (3.3)

which, for k= g= 1, reduces to
2 2
bias (t;) = Enc—'[1-(a—1)%} (3.4)

It may be mentioned here that the expressions (3.2) and (3.4) are the same
expressions as obtained by Singh [3]. Similarly, the results of all the estimators
listed in section 1 may easily be shown to be special cases of those of the
generalized estimator t.

(c) For the estimators having f”,, = 0, that is =0 we have from (2.7)

22 2
MSE (1), = En_C_ [ 1- ;4nC_ J " 3.5)

. . 2 .
For example, the estimator t, = y+k i_; =y +k u, k being the characterizing
ny ‘
scalar, has f’, = k, f“,, = 0 and § =0 so that it attains, for the optimum value
f, = 1 (2-98) = k satisfying (2.6) and giving k=2p the minimum mean
square error given by (3.5).

(d) The estimator like t, has the practical advantage over the estimator
like t,, since the optimum value k =1 minimizing mean square error for t,

is independent of parameter whereas the optimurmi value k = 21 in case of
t, depends upon the parameter pi. In fact, for the sub-set of estimators of the

form-t = yh(u) of the class t where h(u) is the function of u such that
h(0)=1, there is no practical difficulty in using the optimum value

', = uh’' (0) = p (the value of 5 for t_ is unity and b’ (0) is the first derivative
of h(u) with respect to u at u =0) giving h' (0) = 1, a quantity independent
of the parameter.
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